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ABSTRACT 

Digital video forgery or manipulation is a modification of the digital video for fabrication, which includes frame 

sequence manipulations such as deleting, insertion and swapping. In this paper, we focus on the detection problem 

of deleted frames in videos. Frame dropping is a type of video manipulation where consecutive frames are deleted to 

skip content from the original video. The automatic detection of deleted frames is a challenging task in digital video 

forensics. This paper describes an approach using the spatial-temporal procedure based on the statistical analysis and 

the convolutional neural network. We calculate the set of different statistical rules for all frames as confidence 

scores. Also, the convolutional neural network used to obtain the output scores. The position of deleted frames 

determines based on the two score curves for per frame clip. Experimental results demonstrate the effectiveness of 

the proposed approach on a test video database. 

Keywords: forgery detection, CNN, video manipulation.  

 

1. INTRODUCTION  

Currently, with the rapid development of mobile and portable video capture technology, the amount of video 

material obtained with it is growing. One of the conditions for these videos is their authenticity. Digital video 

forgery or manipulation is a modification of the digital video for fabrication, which includes frame sequence 

manipulations such as deleting, insertion and swapping [1,2]. Frame dropping is a type of video manipulation where 

consecutive frames are deleted to skip content from the original video. The automatic detection of deleted frames is 

a challenging task in digital video forensics.  

Most common temporal tampering in videos (Fig.1):  

• Frame dropping or frame removal;  

• Frame swapping;  

• Frame copy or frame addition;  

• Frame replacement.  

 

Figure 1. Temporal tampering in videos. 

Counterterrorism, Crime Fighting, Forensics, and Surveillance Technologies II, edited by Henri Bouma, 
Radhakrishna Prabhu, Robert James Stokes, Yitzhak Yitzhaky, Proc. of SPIE Vol. 10802, 108020U

© 2018 SPIE · CCC code: 0277-786X/18/$18 · doi: 10.1117/12.2326806

Proc. of SPIE Vol. 10802  108020U-1
Downloaded From: https://www.spiedigitallibrary.org/conference-proceedings-of-spie on 11/26/2018
Terms of Use: https://www.spiedigitallibrary.org/terms-of-use



 

Since there are a lot of ways to manipulate video data, in this paper we consider only the problem of automatic 

frame detection, with the estimated time gap. This gap is characterized by a sharp change of spatial information, as 

well as the loss of correlation between adjacent frames. 

There are several basic schemes for detection frames removal [1-8]: watermarking-based, learning-based, threshold-

based, hashing-based.  

One of the first works in this field is the work [9]. In this paper, the authors, based on the inter-frame difference of 

brightness histograms, find a gap in the correlation component, which could indicate the location of the proposed 

gluing. Since the user sets the threshold value in a heuristic way, the method requires a large amount of test data to 

select the optimal value, which is not always achievable in practice. The work [10] is a modification of the work [9], 

which consists of the subsequent processing of the obtained result to reduce false alarms. The threshold value is 

selected by the method proposed in [11]. After the places of the proposed gluing are found, four conditions for the 

spatial blocks into which adjacent frames are divided are checked. The first assumption is that the detection was due 

to the rapid movement of objects in the frame, or gluing. The second is the assumption that the background is 

homogeneous and stationary and does not contain glues. The third is that the background is movable and also does 

not contain glues. The last assumption is that the texture elements in the frame are also stationary and do not contain 

modifications. In this paper, the authors partially got rid of the dependence of setting the threshold value for the 

preliminary localization of glues. However, the user's participation is necessary to set the threshold for checking the 

above assumptions. Also, it should be noted that based only on the assessment of the brightness histogram; it is not 

always possible to achieve the desired result. This is because a sharp change in brightness often leads to false alarms. 

In [12], the authors use a modification of the texture operator LBP [13], as well as inter-frame correlation to localize 

the glues in the video sequence. The texture operator LBP allows giving robustness to the method of lighting 

differences in the frame [14]. Thus, the original LBP descriptor [15] is calculated by comparing each pixel with the 

Central one, which is taken as a threshold value, in a local area of 3 by 3 pixels. If the center pixel is less than or 

equal to the neighbor pixel, it is set to 1, otherwise 0. The modification is to increase the radius of the pixels, which 

are compared with the Central pixel, as well as the use of only nine templates, which carry the most informative 

about the texture features of the image and can reduce the number of non-informative bins.  

One of the main drawbacks of the described methods is that they use only one characteristic as a base, and on which 

they later rely to detect time gaps in the video sequence. 

The objective of our work is to develop a new approach for the detection of deleted frames on videos using a set of 

statistical characteristics and the convolutional neural network.  

The rest of the paper is organized as follows. The proposed action recognition method is described in section 2. 

Section 3 presents some experimental results and conclusions are given in section 4. 

2. PROPOSED METHOD 

This paper describes a framework for digital video forgery or manipulation (see Fig. 2). We propose an approach for 

the detection of deleted frames in videos. The proposed algorithm is a two-stage procedure: (a) spatial-temporal 

analysis based on the statistical analysis and (b) the convolutional neural network for frame drop detection.  

The algorithm of the described method is presented in Figure 3. There are several basic steps. At the training step, 

the CNN takes 9-frame video clips from the dataset, and produces two outputs, “frame deleted” or “no frame 

deleted”. At the testing step, we calculate the set of different statistical rules for all frames as confidence scores. 

Also, the learned convolutional neural network used to obtain the output scores. Based on the two score curves, we 

calculation multiplication between them and use threshold for detection deleted frames for per frame clip.  
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Figure 2. The pipeline of the proposed method.  

 
Figure 3. The algorithm workflow.  

At the first step we calculate ConfidenceScores using the set statistical characteristics for each pair of adjacent 

frames 𝑓𝑘=frgb(:,:,k-1) and 𝑓𝑘−1=frgb(:,:,k):  

1) The inter-frame difference: 

𝐷𝐼𝐹𝑓𝑘=sum(sum(abs(𝑓𝑘 - 𝑓𝑘−1)), 

2)  The inter-frame difference of mathematical expectations:  

𝐷𝐼𝐹𝑓𝑀𝑎𝑡𝑘= abs(𝑓𝑀𝑎𝑡𝑘 - 𝑓𝑀𝑎𝑡𝑘−1), 

𝑓𝑀𝑎𝑡 =
1

𝑆𝑖𝑧𝑒𝑅𝑜𝑤∗𝑆𝑖𝑧𝑒С𝑜𝑙𝑢𝑚𝑛
∑ ∑ 𝑓𝑖,𝑗

𝑆𝑖𝑧𝑒С𝑜𝑙𝑢𝑚𝑛
𝑗=1

𝑆𝑖𝑧𝑒𝑅𝑜𝑤
𝑖=1 , 

3) The inter-frame difference of variance:  

𝐷𝐼𝐹𝑓𝐷𝑖𝑠𝑝𝑘= abs(𝑓𝐷𝑖𝑠𝑝𝑘  - 𝑓𝐷𝑖𝑠𝑝𝑘−1), 

𝑓𝐷𝑖𝑠𝑝 =
1

𝑆𝑖𝑧𝑒𝑅𝑜𝑤∗𝑆𝑖𝑧𝑒С𝑜𝑙𝑢𝑚𝑛
∑ ∑ (𝑓𝑖,𝑗(𝑘) − 𝑓𝑀𝑎𝑡𝑘)2𝑆𝑖𝑧𝑒С𝑜𝑙𝑢𝑚𝑛

𝑗=1
𝑆𝑖𝑧𝑒𝑅𝑜𝑤
𝑖=1 , 

4)  The inter-frame difference of brightness histograms:  

𝐷𝐼𝐹𝑓𝐻𝑖𝑠𝑡𝑘=sum(abs(𝑓𝐻𝑖𝑠𝑡𝑘 - 𝑓𝐻𝑖𝑠𝑡𝑘−1)), 

 

5) The correlation coefficient between the frame𝑓𝑘−1 and the compensated frame  𝑓𝐶𝑜𝑚𝑝𝑘 : 
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𝑓𝐶𝑜𝑟𝑘= corr(𝑓𝑘−1, 𝑓𝐶𝑜𝑚𝑝𝑘), 

𝑓𝐶𝑜𝑟𝑘 =
∑ ∑ (𝑓𝑖,𝑗(𝑘)−𝑀𝑓𝑀𝑎𝑡𝑘)(𝑓𝐶𝑜𝑚𝑝𝑖,𝑗(𝑘)−𝑓𝐶𝑜𝑚𝑝𝑀𝑎𝑡𝑘)𝑆𝑖𝑧𝑒С𝑜𝑙𝑢𝑚𝑛

𝑠=1
𝑆𝑖𝑧𝑒𝑅𝑜𝑤
𝑖=1

√∑ ∑ (𝑓𝑖,𝑗(𝑘)−𝑓𝑀𝑎𝑡𝑘)2𝑆𝑖𝑧𝑒С𝑜𝑙𝑢𝑚𝑛
𝑠=1

𝑆𝑖𝑧𝑒𝑅𝑜𝑤
𝑖=1 ∑ ∑ (𝑓𝐶𝑜𝑚𝑝𝑖,𝑗(𝑘)−𝑓𝐶𝑜𝑚𝑝𝑀𝑎𝑡𝑘)2𝑆𝑖𝑧𝑒С𝑜𝑙𝑢𝑚𝑛

𝑠=1
𝑆𝑖𝑧𝑒𝑅𝑜𝑤
𝑖=1

, 

6)  The difference between the frame 𝑓𝑘−1 and the compensated frame  𝑓𝐶𝑜𝑚𝑝𝑘: 

𝐷𝐼𝐹𝑓𝐶𝑜𝑚𝑝𝑘 = sum(sum(abs(𝑓𝑘−1- 𝑓𝐶𝑜𝑚𝑝𝑘))), 

7)  The inter-frame difference of mathematical expectation of the optical flow: 

𝐷𝐼𝐹𝑓𝑂𝑝𝑡𝑀𝑎𝑡𝑘= abs(𝑓𝑂𝑝𝑡𝑀𝑎𝑡𝑘 - 𝑓𝑂𝑝𝑡𝑀𝑎𝑡𝑘−1), 

8)  The inter-frame difference of variance of the optical flow: 

𝐷𝐼𝐹𝑓𝑂𝑝𝑡𝐷𝑖𝑠𝑝𝑘= abs(𝑓𝑂𝑝𝑡𝐷𝑖𝑠𝑝𝑘 - 𝑓𝑂𝑝𝑡𝐷𝑖𝑠𝑝𝑘−1), 

9)  The inter-frame difference of standard deviation of the optical flow: 

𝐷𝐼𝐹𝑓𝑂𝑝𝑡𝑀𝑆𝐸𝑘= abs(√𝑓𝑂𝑝𝑡𝐷𝑖𝑠𝑝𝑘 - √𝑓𝑂𝑝𝑡𝐷𝑖𝑠𝑝𝑘−1), 

10) The correlation coefficient between the amplitude of the optical flow and the compensated amplitude of the 

optical flow: 

𝑓𝑂𝑝𝑡𝐶𝑜𝑟𝑘= corr(𝑓𝑂𝑝𝑡𝑘−1, 𝑓𝑂𝑝𝑡𝐶𝑜𝑚𝑝𝑘), 

11) The difference between the amplitude of the optical flow and the compensated amplitude of the optical flow:      

𝐷𝐼𝐹𝑓𝑂𝑝𝑡𝐶𝑜𝑚𝑝𝑘 = sum(sum(abs(𝑓𝑂𝑝𝑡𝑘−1- 𝑓𝑂𝑝𝑡𝐶𝑜𝑚𝑝𝑘))), 

MedFilt = medfilt1(h, t), 

h = (𝐷𝐼𝐹𝑓𝑀𝑎𝑡𝑘, 𝐷𝐼𝐹𝑓𝐷𝑖𝑠𝑝𝑘, 𝐷𝐼𝐹𝑓𝐻𝑖𝑠𝑡𝑘 , 𝑓𝐶𝑜𝑟𝑘, 𝐷𝐼𝐹𝑓𝐶𝑜𝑚𝑝𝑘 , 𝐷𝐼𝐹𝑓𝑂𝑝𝑡𝑀𝑎𝑡𝑘, 𝐷𝐼𝐹𝑓𝑂𝑝𝑡𝐷𝑖𝑠𝑝𝑘, 𝐷𝐼𝐹𝑓𝑂𝑝𝑡𝑀𝑆𝐸𝑘 , 

𝑓𝑂𝑝𝑡𝐶𝑜𝑟𝑘 , 𝐷𝐼𝐹𝑓𝑂𝑝𝑡𝐶𝑜𝑚𝑝𝑘),  t = 5. 

𝐷𝐼𝐹𝑀𝑒𝑑𝐷𝐼𝐹𝑓𝑀𝑎𝑡𝑘 = 𝑎𝑏𝑠(𝐷𝐼𝐹𝑓𝑀𝑎𝑡𝑘 − 𝑀𝑒𝑑𝐷𝐼𝐹𝑓𝑀𝑎𝑡𝑘), 

𝐷𝐼𝐹𝑀𝑒𝑑𝐷𝐼𝐹𝑓𝐷𝑖𝑠𝑝𝑘 = 𝑎𝑏𝑠(𝐷𝐼𝐹𝑓𝐷𝑖𝑠𝑝𝑘 − 𝑀𝑒𝑑𝐷𝐼𝐹𝑓𝐷𝑖𝑠𝑝𝑘), 

𝐷𝐼𝐹𝑀𝑒𝑑𝐷𝐼𝐹𝑓𝐻𝑖𝑠𝑡𝑘 = 𝑎𝑏𝑠(𝐷𝐼𝐹𝑓𝐻𝑖𝑠𝑡𝑘 − 𝑀𝑒𝑑𝐷𝐼𝐹𝑓𝐻𝑖𝑠𝑡𝑘), 

𝐷𝐼𝐹𝑀𝑒𝑑𝐷𝐼𝐹𝑓𝐶𝑜𝑟𝑘 = 𝑎𝑏𝑠(𝐷𝐼𝐹𝑓𝐶𝑜𝑟𝑘 − 𝑀𝑒𝑑𝐷𝐼𝐹𝑓𝐶𝑜𝑟𝑘), 

𝐷𝐼𝐹𝑀𝑒𝑑𝐷𝐼𝐹𝑓𝐶𝑜𝑚𝑝𝑘 = 𝑎𝑏𝑠(𝐷𝐼𝐹𝑓𝐶𝑜𝑚𝑝𝑘 − 𝑀𝑒𝑑𝐷𝐼𝐹𝑓𝐶𝑜𝑚𝑝𝑘), 

𝐷𝐼𝐹𝑀𝑒𝑑𝐷𝐼𝐹𝑓𝑂𝑝𝑡𝑀𝑎𝑡𝑘 = 𝑎𝑏𝑠(𝐷𝐼𝐹𝑓𝑂𝑝𝑡𝑀𝑎𝑡𝑘 − 𝑀𝑒𝑑𝐷𝐼𝐹𝑓𝑂𝑝𝑡𝑀𝑎𝑡𝑘), 

𝐷𝐼𝐹𝑀𝑒𝑑𝐷𝐼𝐹𝑓𝑂𝑝𝑡𝐷𝑖𝑠𝑝𝑘 = 𝑎𝑏𝑠(𝐷𝐼𝐹𝑓𝑂𝑝𝑡𝐷𝑖𝑠𝑝𝑘 − 𝑀𝑒𝑑𝐷𝐼𝐹𝑓𝑂𝑝𝑡𝐷𝑖𝑠𝑝𝑘), 

𝐷𝐼𝐹𝑀𝑒𝑑𝐷𝐼𝐹𝑓𝑂𝑝𝑡𝑀𝑆𝐸𝑘 = 𝑎𝑏𝑠(𝐷𝐼𝐹𝑓𝑂𝑝𝑡𝑀𝑆𝐸𝑘 − 𝑀𝑒𝑑𝐷𝐼𝐹𝑓𝑂𝑝𝑡𝑀𝑆𝐸𝑘), 

𝐷𝐼𝐹𝑀𝑒𝑑𝐷𝐼𝐹𝑓𝑂𝑝𝑡𝐶𝑜𝑟𝑘 = 𝑎𝑏𝑠(𝐷𝐼𝐹𝑓𝑂𝑝𝑡𝐶𝑜𝑟𝑘 − 𝑀𝑒𝑑𝐷𝐼𝐹𝑓𝑂𝑝𝑡𝐶𝑜𝑟𝑘), 

𝐷𝐼𝐹𝑀𝑒𝑑𝐷𝐼𝐹𝑓𝑂𝑝𝑡𝐶𝑜𝑚𝑝𝑘 = 𝑎𝑏𝑠(𝐷𝐼𝐹𝑓𝑂𝑝𝑡𝐶𝑜𝑚𝑝𝑘 − 𝑀𝑒𝑑𝐷𝐼𝐹𝑓𝑂𝑝𝑡𝐶𝑜𝑚𝑝𝑘), 

𝑁𝑜𝑟𝐷𝐼𝐹𝑓𝑘 =
𝐷𝐼𝐹𝑓𝑘

𝑚𝑎𝑥 (𝐷𝐼𝐹𝑓𝑘)
, 

𝑁𝑜𝑟𝐷𝐼𝐹𝑀𝑒𝑑𝐷𝐼𝐹𝑓𝑀𝑎𝑡𝑘 =
𝐷𝐼𝐹𝑀𝑒𝑑𝐷𝐼𝐹𝑓𝑀𝑎𝑡𝑘

𝑚𝑎𝑥 (𝐷𝐼𝐹𝑀𝑒𝑑𝐷𝐼𝐹𝑓𝑀𝑎𝑡𝑘)
, 

𝑁𝑜𝑟𝐷𝐼𝐹𝑀𝑒𝑑𝐷𝐼𝐹𝑓𝐷𝑖𝑠𝑝𝑘 =
𝐷𝐼𝐹𝑀𝑒𝑑𝐷𝐼𝐹𝑓𝐷𝑖𝑠𝑝𝑘

𝑚𝑎𝑥 (𝐷𝐼𝐹𝑀𝑒𝑑𝐷𝐼𝐹𝑓𝐷𝑖𝑠𝑝𝑘)
, 

𝑁𝑜𝑟𝐷𝐼𝐹𝑀𝑒𝑑𝐷𝐼𝐹𝑓𝐻𝑖𝑠𝑡𝑘 =
𝐷𝐼𝐹𝑀𝑒𝑑𝐷𝐼𝐹𝑓𝐻𝑖𝑠𝑡𝑘

𝑚𝑎𝑥(𝐷𝐼𝐹𝑀𝑒𝑑𝐷𝐼𝐹𝑓𝐻𝑖𝑠𝑡𝑘)
, 

𝑁𝑜𝑟𝐷𝐼𝐹𝑀𝑒𝑑𝐷𝐼𝐹𝑓𝐶𝑜𝑟𝑘 =
𝐷𝐼𝐹𝑀𝑒𝑑𝐷𝐼𝐹𝑓𝐶𝑜𝑟𝑘

𝑚𝑎𝑥 (𝐷𝐼𝐹𝑀𝑒𝑑𝐷𝐼𝐹𝑓𝐶𝑜𝑟𝑘)
, 
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𝑚𝑎𝑥 (𝐷𝐼𝐹𝑀𝑒𝑑𝐷𝐼𝐹𝑓𝐶𝑜𝑚𝑝𝑘)
, 

𝑁𝑜𝑟𝐷𝐼𝐹𝑀𝑒𝑑𝐷𝐼𝐹𝑓𝑂𝑝𝑡𝑀𝑎𝑡𝑘 =
𝐷𝐼𝐹𝑀𝑒𝑑𝐷𝐼𝐹𝑓𝑂𝑝𝑡𝑀𝑎𝑡𝑘

𝑚𝑎𝑥 (𝐷𝐼𝐹𝑀𝑒𝑑𝐷𝐼𝐹𝑓𝑂𝑝𝑡𝑀𝑎𝑡𝑘)
, 

𝑁𝑜𝑟𝐷𝐼𝐹𝑀𝑒𝑑𝐷𝐼𝐹𝑓𝑂𝑝𝑡𝐷𝑖𝑠𝑝𝑘 =
𝐷𝐼𝐹𝑀𝑒𝑑𝐷𝐼𝐹𝑓𝑂𝑝𝑡𝐷𝑖𝑠𝑝𝑘

𝑚𝑎𝑥 (𝐷𝐼𝐹𝑀𝑒𝑑𝐷𝐼𝐹𝑓𝑂𝑝𝑡𝐷𝑖𝑠𝑝𝑘)
, 

𝑁𝑜𝑟𝐷𝐼𝐹𝑀𝑒𝑑𝐷𝐼𝐹𝑓𝑂𝑝𝑡𝑀𝑆𝐸𝑘 =
𝐷𝐼𝐹𝑀𝑒𝑑𝐷𝐼𝐹𝑓𝑂𝑝𝑡𝑀𝑆𝐸𝑘

𝑚𝑎𝑥 (𝐷𝐼𝐹𝑀𝑒𝑑𝐷𝐼𝐹𝑓𝑂𝑝𝑡𝑀𝑆𝐸𝑘)
, 

𝑁𝑜𝑟𝐷𝐼𝐹𝑀𝑒𝑑𝐷𝐼𝐹𝑓𝑂𝑝𝑡𝐶𝑜𝑟𝑘 =
𝐷𝐼𝐹𝑀𝑒𝑑𝐷𝐼𝐹𝑓𝑂𝑝𝑡𝐶𝑜𝑟𝑘

𝑚𝑎𝑥 (𝐷𝐼𝐹𝑀𝑒𝑑𝐷𝐼𝐹𝑓𝑂𝑝𝑡𝐶𝑜𝑟𝑘)
, 

𝑁𝑜𝑟𝐷𝐼𝐹𝑀𝑒𝑑𝐷𝐼𝐹𝑓𝑂𝑝𝑡𝐶𝑜𝑚𝑝𝑘 =
𝐷𝐼𝐹𝑀𝑒𝑑𝐷𝐼𝐹𝑓𝑂𝑝𝑡𝐶𝑜𝑚𝑝𝑘

𝑚𝑎𝑥 (𝐷𝐼𝐹𝑀𝑒𝑑𝐷𝐼𝐹𝑓𝑂𝑝𝑡𝐶𝑜𝑚𝑝𝑘)
. 

Next, the 𝐶𝑜𝑛𝑓𝑖𝑑𝑒𝑛𝑐𝑒 𝑆𝑐𝑜𝑟𝑒𝑠 is calculated as: 

𝐶𝑜𝑛𝑓𝑖𝑑𝑒𝑛𝑐𝑒𝑆𝑐𝑜𝑟𝑒𝑠 𝑘 = (𝑁𝑜𝑟𝐷𝐼𝐹𝑀𝑒𝑑𝐷𝐼𝐹𝑓𝑀𝑎𝑡𝑘 + 𝑁𝑜𝑟𝐷𝐼𝐹𝑀𝑒𝑑𝐷𝐼𝐹𝑓𝐷𝑖𝑠𝑝𝑘 + 𝑁𝑜𝑟𝐷𝐼𝐹𝑀𝑒𝑑𝐷𝐼𝐹𝑓𝐻𝑖𝑠𝑡𝑘 +
𝑁𝑜𝑟𝐷𝐼𝐹𝑀𝑒𝑑𝐷𝐼𝐹𝑓𝐶𝑜𝑟𝑘 + 𝑁𝑜𝑟𝐷𝐼𝐹𝑀𝑒𝑑𝐷𝐼𝐹𝑓𝐶𝑜𝑚𝑝𝑘 + 𝑁𝑜𝑟𝐷𝐼𝐹𝑀𝑒𝑑𝐷𝐼𝐹𝑓𝑂𝑝𝑡𝑀𝑎𝑡𝑘 +
𝑁𝑜𝑟𝐷𝐼𝐹𝑀𝑒𝑑𝐷𝐼𝐹𝑓𝑂𝑝𝑡𝐷𝑖𝑠𝑝𝑘 + 𝑁𝑜𝑟𝐷𝐼𝐹𝑀𝑒𝑑𝐷𝐼𝐹𝑓𝑂𝑝𝑡𝑀𝑆𝐸𝑘 + 𝑁𝑜𝑟𝐷𝐼𝐹𝑀𝑒𝑑𝐷𝐼𝐹𝑓𝑂𝑝𝑡𝐶𝑜𝑟𝑘 +
𝑁𝑜𝑟𝐷𝐼𝐹𝑀𝑒𝑑𝐷𝐼𝐹𝑓𝑂𝑝𝑡𝐶𝑜𝑚𝑝𝑘)/ max (𝑁𝑜𝑟𝐷𝐼𝐹𝑀𝑒𝑑𝐷𝐼𝐹𝑓𝑘). 

The second step of the proposed algorithm is the detection of deleted frames 𝑂𝑢𝑡𝑝𝑢𝑡𝑆𝑐𝑜𝑟𝑒𝑠  on videos using the 

Convolutional Neural Network. The CNN defines the class, to which each frame. The architecture of the neural 

network is shown in Fig. 4. The model has following parameters were used to train for all experiments: size of the 

mini batch equal 40, hidden convolutional layers produce 30, 50 and 70 feature maps with a kernel size of 3×3 

pixels, respectively, first fully connected layer has 280 neurons, the learning rate is 0,0001. It is important to note 

that the threshold value for all experiments is 0,7. The minimum classification error was achieved on average after 

200 epochs.  

 
Figure 4. The architecture of the proposed convolutional network.  

At the final stage, the vectors 𝐶𝑜𝑛𝑓𝑖𝑑𝑒𝑛𝑐𝑒𝑆𝑐𝑜𝑟𝑒𝑠𝑘  and 𝑂𝑢𝑡𝑝𝑢𝑡𝑆𝑐𝑜𝑟𝑒𝑠𝑘   multiply element by element to form 

the resulting vector  𝑅𝑒𝑠𝑢𝑙𝑡𝑘: 

𝑅𝑒𝑠𝑢𝑙𝑡𝑘 =  𝐶𝑜𝑛𝑓𝑖𝑑𝑒𝑛𝑐𝑒𝑆𝑐𝑜𝑟𝑒𝑠𝑘 ∗ 𝑂𝑢𝑡𝑝𝑢𝑡𝑆𝑐𝑜𝑟𝑒𝑠𝑘, 

The time of a deleted frame is detected if any of the values in the 𝑅𝑒𝑠𝑢𝑙𝑡𝑘  vector exceeds the threshold value 

𝑇ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑𝑘, which is calculated as: 

𝑇ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑𝑘 =
𝑀𝑎𝑥+𝑀𝑖𝑛

2 
, 

𝑀𝑎𝑥 = 𝑚𝑎𝑥 (𝑅𝑒𝑠𝑢𝑙𝑡𝑘), 

𝑀𝑖𝑛 = 𝑚𝑖𝑛 (𝑅𝑒𝑠𝑢𝑙𝑡𝑘), 
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3. EXPERIMENTAL RESULTS 

To obtain the training data we received 3000 videos. The length all videos are of 1-3 minutes. Some of the frames 

from this dataset presents in Figure 5. All videos deviated on two groups: light conditions or complex conditions. 

The light condition is the contrast videos with light brightness and slow object motion. The videos at the group with 

complex conditions include lack of contrast, irregular lighting and brightness images what may not preserve the 

local image features/details. Some of the videos are stationary scene and not contains moving objects. 

We randomly selected 300 videos for training and adopted the rest 50 videos for validation. We developed a tool 

that randomly drops fixed length frame sequences from videos. In our experiments, we manipulate each video many 

different times to create more data. We vary the fixed frame drop length to see how it affects detection we used 0.5s, 

1s, 2s, as different frame drops durations.  

 

   
 

   
 
Figure 5. Frames from test dataset. 

To evaluate the effectiveness of the proposed method we use the following metrics: 

• The probability of correct detection: 

 

• The probability of a false alarm: 

 
• The probability of false missing: 

 

where TP is the true positive, FP is false positive, FN is a false negative, NumDefPix - the number of pixels 

belonging to a crack, NumAllPix - total number of pixels, NumUndmgPix – the number of pixels not belonging to the 

crack. 

The results of calculations the probabilities shown in Table 1. The analysis of the obtained results indicates that the 

efficiency of the developed method is quite high and that the use of neural networks leads to significantly reduced 

probabilities of false alarms. 
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 Table 1. The probabilities for detection of deleted frames on videos. 

  The probability of false 

alarm 

The probability of false 

missing 

The probability of correct 

detection 

Light conditions 3,8% 3,8% 96,1% 

Complex conditions 8,5% 16% 88,9% 

CONCLUSIONS  

We propose the approach for the detection of deleted frames in videos. The proposed algorithm is a two-stage 

procedure: the statistical analysis and the convolutional neural network. We calculate the set of different statistical 

rules for all frames as confidence scores. Also, the convolutional neural network used to obtain the output scores. 

Based on the two score curves, we calculation multiplication between them and use threshold for detection deleted 

frames for per frame clip. The proposed method can identify whether frame dropping exists and even determine the 

exact location of the frame is dropping without any information of the reference/original video. Experimental results 

demonstrate the effectiveness of the proposed approach to a test video database. In the future, there is planned to 

apply the presented approach to the video sequence in real time, to make comparisons with state-of-the-art methods. 
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